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ABSTRACT 

The article is devoted to the problem of improving the efficiency of neural network 

means of emotion recognition by the geometry of the human face.  It is shown that one 

of the most significant drawbacks of modern neural network means of emotion 

recognition, which are used in General-purpose information systems, is the lack of 

recognition accuracy under the influence of characteristic interference. It is proposed 

to improve the accuracy of recognition through the use of capsule neural network 

model, which has increased adaptability to the analysis of noisy images. As a result of 

the research, a neural network model of the CapsNet type was developed, designed to 

recognize basic emotions taking into account such interference as face rotation. It is 

shown experimentally that in the analysis of undistorted images CapsNet slightly 

exceeds the accuracy of the classical convolutional neural network type LaNet, which 

is approximately equal to its resource intensity. The accuracy of CapsNet recognition 

of undistorted images is somewhat inferior to modern types of convolution networks, 

which have a much higher resource consumption compared to it. When detecting 

emotions on rotated images, the accuracy of CapsNet is comparable with the accuracy 

of modern types of convolution networks and significantly exceeds the accuracy of 

LaNet. Prospects for further research in the field of neural network recognition of 

emotions on the geometry of the face can be associated with the improvement of 

architectural solutions of the capsule neural network in the direction of reducing the 

number of training iterations while ensuring acceptable recognition accuracy. 
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1. INTRODUCTION 

Currently, the means of automatic recognition of human emotions are widely used in various 

fields of human activity: medicine, entertainment industry, smart home control systems, 

cybersecurity, and distance learning systems. The basis of recognition is the analysis of 

biometric characteristics, which clearly reflects the emotional state of a person. The analysis 

of the market of modern means of recognition of an emotional state allows to claim that in 

information systems of the General purpose the means which are based on the analysis of the 

parameters describing geometry of the person's face have the greatest distribution. It should be 

noted that the face is the front part of the human head, from above limited by the border of the 

scalp, below - the corners and the lower edge of the lower jaw, with the sides - the edges of the 

branches of the lower jaw and the base of the auricles [4, 5]. 

The advantages of facial geometry recognition tools include ease of use, high classification 

accuracy, good testing, low cost and prevalence of reading devices (video cameras). The last 

advantage predetermines high universality of use of such means in information systems of 

different function.  At the same time, practical experience, as well as the results of scientific 

and applied works [1, 4, 5, 8-10] indicate the need for significant modernization of modern 

recognition tools in the direction of reducing resource intensity, increasing recognition 

accuracy, reducing the development time and increasing adaptation to many features of modern 

information systems. Along with the use of more efficient hardware, one of the main directions 

of modernization is to improve the mathematical support of the recognition process [11, 12], 

which determines the relevance of research in this direction. 

2. ANALISYS OF EXISTING PUBLICATIONS 

The basis for the analysis of the current state of developments in the field of recognition were 

works [2-5, 8-12, 19-21] which describe both tested solutions and modern approaches in this 

direction. As a result of the first stage of the analysis, a general characteristic of the known 

recognition methods is obtained.  It is determined that from the position of distinguishing the 

features of the analyzed image, the known methods of emotion recognition can be divided into 

holistic and local. Holistic-emotions are defined based on the whole image. Local-emotions are 

determined by a set of individual control points or individual parts of the face. The methods 

based on the holistic approach include the eigenvector method, the optical flow analysis 

method, and graph matching methods. The local approach is based on the methods of analysis 

of the set of anthropometric points of the face, methods of probabilistic evaluation, methods of 

comparison with the standard, which can use elements of fuzzy logic. In this case, neural 

network solutions are used in both approaches. From the standpoint of taking into account the 

dynamics of the image of the face in time, these approaches are divided into static and temporal. 

Temporal-emotions are determined based on the dynamics of the image of a person's face. The 

static approach does not take into account dynamics. It should be noted that the use of a 

temporal approach requires continuous video monitoring of the individual. Therefore, a static 
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approach is now more common in general-purpose information systems.  At the same time, 

many studies indicate that the effectiveness of recognition depends largely on the compliance 

of the approach on which the method is based and the conditions of the task of recognition. It 

should also be noted that for the period 2016-2018 published several very complete databases, 

which contain images of people's faces with different emotions. The most famous are the bases: 

OMG-Emotion challenge, EmotiW challenge, AffectNet, AFEW-VA, EmotioNet challenge, 

EmoReact, Cohn-Kanade. In these databases, the number of emotions represented varies from 

6 to 17. The emergence of these databases, on the one hand, signals great progress in the field 

of emotion recognition tools, and on the other hand, predetermines the possibility of improving 

such tools. 

At the second stage of the analysis the features of modern solutions are considered. So in 

[4] the variant of realization of system of recognition of an emotional state for support of 

communication of the person with service anthropomorphic robots is offered. It is indicated 

that a significant obstacle in the development of emotion recognition systems is the limited 

availability of databases, as well as a high proportion of individual characteristics in the 

manifestation of an emotion in different people. This significantly increases the requirements 

for the generalizing capabilities of the applied machine learning methods. In addition, the 

accuracy of the recognition is significantly affected by the change in the position of the face in 

the image, the presence of glasses, makeup or a covering eyebrow hairstyle. To compensate 

for these difficulties it is proposed to use various algorithms local filtering of the image when 

determining informative features of the face, and the assessment of the severity of the emotions 

to count with the help of multiclassloader. The system developed in [7] allows to recognize 7 

basic emotions on the basis of filtered local features of the degree of expression of 20 motor 

units of the face (Action Units, AU) included in the system of coding facial movements (Facial 

Action Coding System, FACS), developed by P. Ekman. Basic emotions for classification are 

also chosen according to FACS: joy, anger, sadness, disgust, fear, surprise. The obtained values 

were normalized with respect to the neutral facial expression of the same subject, and then the 

degree of expression of each of the basic emotions was calculated by the classifiers of three 

types: a probabilistic neural network of the multilayer perceptron type and a system of logical 

rules. The final degree of emotion is calculated as the sum of the responses of the probability 

classifier and neural network. Logical rules are used only to resolve disputes where several 

emotions receive a similar high degree of severity.  It is experimentally proved that in itself it 

does not have sufficient accuracy, so its independent use is impractical. The declared 

recognition accuracy is 85%. In [2, 3] several types of features are combined (optical flow, 

SIFT, hierarchical Gaussian) followed by support vector Machine (SVM) classification. The 

authors [18] declare the possibility of a significant increase in recognition accuracy through the 

use of spatial-temporal modification of local binary patterns (LBP-TOP) as features. In [3, 15] 

demonstrated the algorithm for calculating the intensity of the AU and comparing the 

effectiveness of different groups of traits and their associations. An interesting approach to the 

classification is proposed in [5], where AU degrees of expression are transformed into markers 

of the presence of emotions using logical decision trees specific to different ethnic groups. 

The use of fuzzy set theory for emotion recognition is described in [14, 17]. A typical set of 

fuzzy logic rules is a number of different variants of emotion realizations, based on the 

recommendations of P. Ekman. For each feature, the minimum threshold of positive or 

negative expression is experimentally selected, and then a logical rule is drawn up. An 

example of a logical rule for the emotion "joy" is the expression:  

v=x5+&!( x2+| x3+)& x14+& x15+& x18+& x4+ 
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where & — logical operator «and»; | — logical operator «or»; ! — logical operator «not», 

v - recognized emotion «joy», xi+ -  i-th AU, positive expression of which exceeds the minimum 

threshold. 

It is indicated that for classification using methods of fuzzy logic theory, the priority is to 

configure the parameters of membership functions, as well as the completeness of expert rules. 

Thus, in [17] it is proposed to use the improved algorithm of Principal Component Analysis to 

configure the parameters of membership functions. The results of experimental studies 

according to which the average accuracy of recognition of seven emotions is 98.32%. At the 

same time, it is pointed out that a significant obstacle in the development of such tools is the 

need to create representative databases of fuzzy expert rules that take into account the diversity 

of recognition conditions. 

Also, the analysis allows us to formulate a conclusion that today the most effective are 

neural network means of emotion recognition. An important prerequisite for their effectiveness 

is the availability of open and representative databases that can be used for network training 

and testing. In this case, neural networks can be used both for emotion recognition based on 

the analysis of characteristic points of the face, and on the basis of a holistic comparison of the 

image of the face with some standards. 

As a rule, the basis of modern solutions are convolutional neural networks (CNN) of 

different architecture. Other types of tested types of neural network models are less effective 

both in terms of recognition accuracy and resource consumption.  In addition to CNN, recurrent 

neural networks of the LSTM type are sometimes used in recognition tools to account for the 

time component [6]. At the same time, practical experience and data [15, 19-23] indicate the 

need to increase the level of adaptation of modern neural network models of emotion 

recognition to the typical noise that occurs when fixing the image of the face in General-

purpose information systems. Thus, the aim of this study is to develop a neural network model 

that allows to realize the recognition of emotions based on the geometry of the human face 

under the influence of noise characteristic of general-purpose information systems. 

3. DEVELOPING THE ARCHITECTURE OF THE NEURAL 

NETWORK MODEL 

Let us clarify the problem of emotion recognition. Suppose the need to recognize only the basic 

emotions on the basis of static images of the faces of the flow of people recorded with video 

cameras with average characteristics. At the same time, the issues of personality recognition, 

pre-filtering of the image, the influence of illumination, isolation of individuals on the image 

and leveling the conscious distortion of the person's face in order to hide their emotional state 

are not considered. Results [2, 5, 13, 18, 19] point out that in this case in information systems 

of General purpose the main hindrances arise in a consequence of turn of the image of the 

person.  In accordance with [11], it is possible to eliminate these shortcomings by using a neural 

network model based on a capsule neural network, which is a modification of CNN adapted to 

the analysis of rotated and noisy images. 

The developed model is based on a shallow capsule neural network of the CapsNet type 

proposed in [16]. Note that CapsNet allows not only to recognize the analyzed image, but to 

decode it, that is, to restore the image standard. Thus, the network can be divided into a 

recognition unit and a decoding unit. The structure of the CapsNet network adapted to the 

problem of emotion recognition is shown in Fig. 1. 

The main structural units of the CapsNet recognition unit are: the input layer of neurons 

that corresponds to the analyzed image, the convolutional layer (Conv), the layer of primary 
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capsules (PrimaryCaps) and the layer of convolutional capsules (DigitCaps), each of which 

corresponds to one of the recognized states. 

 

Figure 1. Structure of CapsNet 

The decoding unit additionally includes three fully connected layers of neurons (FC1, FC2, 

FC3).  For example, in Fig. 1 shows that the output layer DigitCaps evidence of recognition 

joyful state. Also shown is a reconstructed image of the face, which corresponds to the 

activation of neurons of the FC3 layer.  

For figure 1 the following designations are used, which correspond to the structural 

parameters of the network: 

- В0 – vertical and horizontal size of the analyzed image. 

- В1 – size of feature maps for Conv layer. 

- В2 – the mesh size in the layer PrimaryCaps. 

- В3 - number of convolutional units in each of the DigitCaps end layer capsules. 

- C2 – the number of channels in the PrimaryCaps layer. 

- C3 – the number of capsules in the layer DigitCaps. 

- L1 – number of feature maps in the Conv layer. 

- L2 – the number of convolutional units in each channel of the PrimaryCaps layer. 

- a – the size of the convolution kernel. 

- Nfc1, Nfc2, Nfc3 – the number of neurons in the first, second and third (output) fully 

connected layer of the decoder. 

- В3 – number of convolutional units in the DigitCaps end layer capsule. 

By analogy with the classic capsule network the size of the convolution kernel a=9, the step 

of the convolution kernel Conv to d1=1, the step of the convolution kernel for PrimaryCaps 

d2=2, the number of feature maps L1=256, the number of channels in the layer PrimaryCaps 

C2=32, the number of convolutional units in the layer PrimaryCaps L2=8, the number of 

convolutional units in each of the capsules layer DigitCaps B3=8, the value of padding the 

boundaries of the input image r1=1, the value of padding the border feature maps for layer Conv 

r2=0. Numerical values of other architectural parameters of the neural network model are 

determined on the basis of data [6, 7, 11] taking into account the number of recognizable 
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emotions and the size of the analyzed images.  The size of the input image B0=48, the size of 

the feature maps of a convolutional layer B1=41, the grid size in the layer PrimaryCaps B2 =17, 

number of capsules in the layer DigitCaps equal to the number of recognizable emotions C3 = 

7, the number of neurons in the first layer fully connected Nfc1 =512, the number of neurons in 

the second fully connected layer Nfc2 =1024, the number of neurons in the third fully connected 

layer equal to the number of pixels into a recognizable image Nfc3 =2304. 

Calculation of input and output signals for neurons in Conv, FC1, FC2, FC3 layers 

corresponds to calculations in convolutional neural networks [1, 13, 19]. In the layers Conv, 

FC1, FC2 uses ReLU activation function: 

𝑦 = max(0, 𝑥)         (1) 

where x – the total input of the neuron, y – output 

In the FC3 layer uses a sigmoidal activation function of the form: 

𝑦 = 1/(1 + exp(−𝑥))        (2) 

The input of some neuron in the Conv layer is calculated as: 

       (3) 

Where 𝑥𝑘
(𝑖,𝑗)

  - input (i,j) -th neuron k-th feature map, x0,k  -  the displacement of neurons k-

th feature map, a - the size of the convolution kernel, wk,s,t - weight coefficient (s,t)-th synaptic 

connections of the neuron the k-th feature map,  – the value of the input signal (i,j)-th 

neuron of the input layer.  

In this case, the calculation of the input and output signals of the capsules is realized using 

the expressions (4-9). 

         (4) 

         (5)  

          (6)  

        (7) 

         (8) 

         (9) 

where  νj- output vector of the j-th capsule in the layer  DigitCaps, sj - component of the j-

th DigitCaps layer capsule in the network output signal, ci,j- the weighting factor of the degree 

of coherence between the i-th capsule in the layer PrimaryCaps и j-th capsule in DigitCaps 

layer, �̂�j|i- the predicted value of the output signal of the i-th capsule in the layer PrimaryCaps, 

Wi,j - the matrix of weight coefficients of the connections between the i-th capsule in the layer 

PrimaryCaps and j-th capsule in the layer DigitCaps, bi,j- the logarithm of the probability of 

connection between i-th capsule in the layer PrimaryCaps and j-th capsule in the layer 

DigitCaps, ui - output signal (a vector) of the i-th capsule in the layer PrimaryCaps, Δbi,j - 

corrective coefficient in iterative calculation bi,j.  
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Note that an expression of the form (4) is a so-called squash function, and an expression of 

the form (7) is a softmax function. 

The process of learning a neural network model is that the k-th capsule in the PrimaryCaps 

layer has a long implementation vector only for images of persons with the corresponding 

emotion. To do this, the functionality of the form is minimized: 

          (10) 

       (11) 

where К= C3  - number of capsules per layer PrimaryCaps. 

In this case, for the capsule, which corresponds to the k-th emotion Tk = 1 only if this 

emotion is displayed on the face image. Otherwise Tk = 0. Values of other coefficients: m+ = 

0.9, m– = 0.1, λ=0,5. 

For training and recognition of neural network model it is proposed to use algorithms 

described in detail in [7, 11]. 

4. EXPERIMENTS 

For training and testing of the constructed neural network model, data sets were used, which 

were formed on the basis of the Fer2013-images database available on the website 

www.kaggle.com. The database contains 35494 jpg-files with photos of people's faces, 

expressing 6 basic emotions and neutral state. There are photos in which the face is fixed in the 

frontal projection, as well as photos in which the face is fixed in the rotated state.  Angle of 

rotation -450 to +450. The list of emotions presented in Fer2013-images corresponds to Fig. 1. 

Each photo is a grayscale image with a resolution of 48x48 pixels. An example of images 

corresponding to the Joy emotion is shown in Fig. 2. 

    

Figure 2. Examples of photos with Joy emotion. 

At the first stage of research experiments on recognition of emotions on the basis of the 

analysis of geometry of the frontal, well-lit image of the face of the person are carried out. The 

second stage of research is related to the recognition of emotions based on the analysis of 

images of the turned face of a person. Experiments are realized by means of specially developed 

computer program which was based on the mathematical apparatus given by expressions (1-

11). The obtained histograms of the accuracy of basic emotions recognition on the frontal and 

rotated face images are shown in Fig.3 and Fig.4. Also, to test the hypothesis of sufficient 

efficiency of the capsule neural network model in the conditions typical for General-purpose 

information systems, a comparison of the recognition accuracy of the constructed CapsNet with 

the classical convolutional neural network LaNet and one of the most modern modifications of 

convolutional neural networks VGG is carried out. 
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Figure 3. Capsnet recognition accuracy of different emotions on the front face image. 
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Figure 4. CapsNet recognition accuracy of different emotions on a rotated face image. 

 

Data are used for comparison [3, 4, 9, 12]. The results of the comparison are summarized 

in table 1 

TABLE 1. The average accuracy of recognition of basic emotions 

 

Type of neural 

network model 

Average accuracy 

For front 

images 

For 

rotated images 

CapsNet 85,3 81,2 

Lanet 78,3 71,4 

VGG 92,7 87,4 

Analysis of graphs shown in Fig. 2, 3 indicates that the frontal image is the least accurately 

recognized emotion of Sorrow and Fear. In this case, the rotated images worst recognized 

emotions Fear and Surprise. This can be explained by the non-proportional representation of 

the corresponding photos in the Fer2013-images database. At the same time, the data table 1 

indicate that the recognition accuracy of the front image CapsNet higher recognition accuracy 

LaNet and slightly lower recognition accuracy VGG. At the same time, the accuracy of emotion 

recognition on rotated images using CapsNet is commensurate with the accuracy of modern 

types of convolution networks and significantly exceeds the accuracy of the LaNet. It can also 

be argued that the overall accuracy of recognition CapsNet rotated images about 5% lower than 

the front. When using LaNet and VGG accuracy deteriorates by about 9%.  In addition, 
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experiments have shown that the training time of the CapsNet network is much longer than the 

training time of the LaNet network. At the same time, the cost of implementation of the 

CapsNet far below the carrying capacity of the network VGG. 

5. CONCLUSIONS  

As a result of the research, a neural network model of the CapsNet type is developed, designed 

to recognize basic emotions, taking into account such a characteristic noise for general-purpose 

information systems as face rotation. 

It is shown experimentally that in the analysis of undistorted images CapsNet slightly 

exceeds the accuracy of the classical convolutional neural network type LaNet, which is 

approximately equal to its resource intensity. However, LaNet is superior to CapsNet in terms 

of the number of training iterations needed to achieve an acceptable learning error. The 

accuracy of CapsNet recognition of undistorted images is somewhat inferior to modern types 

of convolution networks, which have a much higher resource consumption compared to it. 

When detecting emotions on rotated images, CapsNet is comparable with the accuracy of 

modern types of convolutional networks and significantly exceeds the accuracy of LaNet. 

Prospects for further research in the field of neural network recognition of emotions on the 

geometry of the face can be associated with the improvement of architectural solutions of the 

capsule neural network in the direction of reducing the number of training iterations while 

ensuring acceptable recognition accuracy. In addition, improving the efficiency of neural 

network recognition of emotions is associated with the classification of blurred and partially 

hidden images of the face. 
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